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A researcher was investigating variables that might be associated with the academic performance of high school students.  He examined data from 1990 for each of the 50 states plus Washington D.C.  The data included the average Math SAT score of all high school seniors in the state that took the exam (labeled as the variable SAT-M), the average number of dollars per pupil spent on education by the state (labeled as the variable $ Per Pupil), and the percentage of high school seniors in the state that took the exam (labeled as the variable % Taking).  As part of his investigation, he ran the following multiple regression model     SAT-M = 0 + 1($ Per Pupil) + 2(% Taking) + i  where the deviations i were assumed to be independent and normally distributed with mean 0 and standard deviation .  This model was fit to the data using the method of least-squares.  The following results were obtained from statistical software.

	Source
	Sum of Squares
	df

	Model
	45915.0
	2

	Error
	13835.1
	48


	Variable
	Parameter Est.
	Standard Error of Parm Est.

	Constant
	514.652
	10.30

	$ Per Pupil
	0.00639
	0.0025

	% Taking
	–1.49221
	0.1419


 1. A 95% confidence interval for 1, the coefficient of the variable $ Per Pupil, is approximately     A) 0.00639 ± 0.0025        B) 0.00639 ± 0.0042 
 C) 0.00639 ± 0.0050      D) 0.00639 ± 0.0067
 2. Another researcher, using the same data, ran the following simple linear regression model      SAT-M = 0 + 1($ Per Pupil) + i
where the deviations i were assumed to be independent and normally distributed with mean 0 and standard deviation .  This model was fit to the data using the method of least-squares.  The following results were obtained from statistical software.

	Source
	Sum of Squares
	df

	Model
	14022.7
	1

	Error
	45727.4
	49


	Variable
	Parameter Est.
	Standard Error of Parameter Est.

	Constant
	560.374
	16.80

	$ Per Pupil
	–0.012169
	0.0031


Based on these results, a 95% confidence interval for 1, the coefficient of the variable $ Per Pupil, is approximately        A) –0.012169 ± 0.0031        B) –0.012169 ± 0.0052 
 C) –0.012169 ± 0.0062          D) –0.012169 ± 0.0083
 3. The proportion of the variation in the variable SAT-M that is explained by the explanatory variables $ Per Pupil and % Taking is 
 A) 0.232         B) 0.768       C) 0..879      D) 0.960
 4. The first researcher concluded that because the coefficient for the variable $ Per Pupil was positive in his results, spending additional money on students would have a positive effect on SAT-M scores.  This researcher therefore recommended more money be spent on students.  The second researcher concluded that because the coefficient for the variable $ Per Pupil was negative in his results, spending additional money on students would have a negative effect on SAT-M scores.  This researcher therefore recommended less money be spent on students.  Even though the researchers used the same data, these two conclusions are different because 
 A) an error must have been made by one of the researchers. 
 B) both researchers failed to take into account that in their analyses, 1, the coefficient of the variable $ Per Pupil, was not significant at even the 0.10 significance level.  Hence neither researcher could conclude that 1 was significantly different from 0. 
 C) the researchers did not use the same set of explanatory variables in their models. 
 D) there must have been an influential observation in the data, rendering the analyses inappropriate.
A random sample of 79 companies from the Forbes 500 list was selected and the relationship between sales (in hundreds of thousands of dollars) and profits (in hundreds of thousands of dollars) was investigated by regression.  The following simple linear regression model was used    Profitsi = 0 + 1(Sales)i + i    where the deviations i were assumed to be independent and normally distributed with mean 0 and standard deviation .  This model was fit to the data using the method of least squares.  The following results were obtained from statistical software.     R2 = 0.662    s = 466.2

	Variable
	Parameter Est.
	Std. Err. of Parameter Est.

	Constant
	–176.644
	61.16

	Sales
	0.092498
	0.0075


 5. Suppose the researchers test the hypotheses      H0: 1 = 0, Ha: 1 > 0.

The P-value of the test is       A) greater than 0.10  B) between 0.10 and 0.05 
 C) between 0.05 and 0.01     D) less than 0.01
 6. Seventy-five women and the same number of men are asked to view video of  a certain marital conflict and then to determine who was mainly “at fault” in the argument.  They were able to pick from the following choices i) the man   ii) the woman ad iii) both partner equally.  The degrees of freedom used to test the idea of equal proportions is   A) 148     B) 149       C) 74    D) 2 

 7. A scatterplot of sales versus profits is given below.
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Which of the following statements is supported by the plot? 
 A) There is no striking evidence in the plot that the assumptions for regression are violated and there is a clear straight line trend. 
 B) There are very influential observations in the plot suggesting that our above results must be interpreted with extreme caution. 
 C) The plot contains dramatic evidence that the standard deviation of the response about the true regression line is not even approximately the same everywhere. 
 D) The plot contains many fewer points than were used to fit the least-squares regression line in the previous problems.  Obviously there is a major error present.
Salary data for a sample of 15 universities was obtained.  We are curious about the relation between mean salaries for assistant professors (junior faculty) and full professors (senior faculty) at a given university.  In particular, do universities pay (relatively) high salaries to both assistant and full professors, or are full professors treated much better than assistant professors? Suppose we fit the simple linear regression model  Full Prof. Salary = 0 + 1(Asst. Prof. Salary) + i  where the deviations i were assumed to be independent and normally distributed with mean 0 and standard deviation .  The variables Full Prof. Salary and Asst. Prof. Salary are the mean salaries for full and assistant professors at a each university.  This model was fit to the data using the method of least-squares.  The following results were obtained.  Note that salaries were in thousands of dollars.  Mean assistant professor salaries were treated as the explanatory variable and mean full professor salaries as the response variable.  R2 = 0.596    s = 5.503

	Variable
	Parameter Est.
	Std. Err. of Parameter Est.

	Constant
	15.0658
	14.36

	Asst. Prof. Salary
	1.40827
	0.3217


 8. The degrees of freedom for MSE, the mean sum of squares for error, is 
 A) 13.       B) 14.     C) 15.   D) Cannot be determined from the information given.
 9. The value of MSE, the mean sum of squares for error, is 
 A) 0.3217    B) 5.503    C) 30.28    D) Cannot be determined from the information given.
 10. Suppose I wish to test the hypotheses    H0:  = 0, Ha:  0

where  is the population correlation between mean assistant and full professor salaries.  The value of the t statistic for testing this hypothesis is 
 A) 0.596      B) 0.772     C) 4.38     D) 6.89
Wild horse populations on federal lands have been protected since 1971.  Since that time, the populations have grown large and need to be managed and kept to a supportable size.  Management of the mustang population has been a controversial issue; one common method is periodic removal of the horses.  Researchers were curious if a new method would work better.  In 1985, 12 bands of horses were rounded up and male horses in each band treated.  The number of foals in each band for three years was recorded.  Year 1 was prior to treatment, year 2 was the year the treatment was applied, and year 3 one year after treatment.  The mean number of foals per band along with the standard deviations are given below.

	Year
	Means
	Std. Devs

	1
	15.25
	7.10

	2
	15.64
	14.14

	3
	15.25
	14.03


The researchers did an ANOVA F test of the data and obtained the following results.

	Source
	Sums of Squares
	Mean Square
	F-ratio

	Year
	1.36
	0.68
	0.0045

	Error
	5321.71
	152.05

	Total
	5323.08


 11. The degrees of freedom in the numerator for this test are 
 A) 36.     B) 33.    C) 2.    D) 1.
 12. The P-value of the ANOVA F test is    A) larger than 0.10     

B) between 0.10 and 0.05   C) between 0.05 and 0.01       D) below 0.01
 13. In this example, we notice 
 A) there is clear evidence of bias in the results and this is undoubtedly due to the lack of blinding on the part of the subjects. 
 B) the data show very strong evidence of a violation of the assumption that the three populations have the same standard deviation. 
 C) ANOVA cannot be used on these data because the sample sizes are less than 20. 
 D) the assumption that the data are independent for the three years is unreasonable because the same herds were observed each year.
 14. For this example, which of the following conclusions is most reasonable? 
 A) There is moderate evidence that the treatment is effective in reducing herd size for about one year, but then the effect appears to wear off. 
 B) An ANOVA F test is not appropriate for these data.  Instead, the researchers should have done several tests to see if the proportion of successes differed for the three years.  This analysis would have shown the treatment was effective. 
 C) The data provide strong evidence that the mean number of foals for the populations represented by the three years differ. 
 D) The data appear to provide little or no evidence that the treatment is effective in reducing herd size.
A researcher is studying treatments for agoraphobia with panic disorder.  The treatments are to be the drug Imipramine at the doses, 1.5 mg per kg of body weight and 2.5 mg per kg of body weight.  There will also be a control group given placebos.  Thirty patients were randomly divided into three groups of 10 each.  One group was assigned to the control and the other two groups were assigned to the two treatments.  After 24 weeks on treatment, each of the subjects symptoms were evaluated through a battery of psychological tests, where high scores indicate a lessening of symptoms.  Assume the data for the three groups are independent and the data are approximately normal.  The means and standard deviations of the test scores for the three groups are given below.

	Mean test score
	Std. Dev. in score
	Group

	75.70000
	12.605554
	Control

	84.10000
	18.441800
	Dose = 1.5

	102.40000
	20.823064
	Dose = 2.5


An ANOVA F test was run on the data.  Below are a portion of the results.

	Source
	df
	Sums of Squares
	Mean Square
	F-ratio

	Group
	
	3727.8

	Error
	
	
	310.87

	Total
	29


 15. The mean square for groups is 
 A) 1242.9      B) 1863.9      C) 8393.5      D) 12121.3
 16. The value of the ANOVA F statistic is 
 A) less than 0.01      B) 0.44       C) 6.00      D) 12.00
 17. Suppose we are interested in the contrast that compares the high-dose group to the control.  The estimate of this contrast is    A) 8.40   B) 18.30    C) 26.70     D) 89.05
 18. Suppose we are interested in the contrast that compares the high-dose group to the control.  The standard error of this contrast is   A) 0.45  B) 7.89   C) 17.63  D) 18.3
At what age do babies learn to crawl?  Does it take longer to learn in the winter when babies are often bundled in clothes that restrict their movement? Data were collected from parents who brought their babies into the University of Denver Infant Study Center to participate in one of a number of experiments between 1988 and 1991.  Parents reported the birth month and the age at which their child was first able to creep or crawl a distance of four feet within one minute.  The resulting data were grouped by month of birth:  January, May, and September.

	
	Average

	Birth Month
	Crawling Age
	 SD 
	n

	January
	29.84
	7.08
	32

	May
	28.58
	8.07
	27

	September
	33.83
	6.93
	38


Crawling age is given in weeks.  Assume the data are three independent SRSs, one form each of the three populations (babies born in a particular month) and that the populations of crawling ages have normal distributions.  A partial ANOVA table is given below.

Analysis of Variance for crawling age.

	Source
	df
	Sums of Squares
	Mean Square
	F-ratio

	Birth Month
	
	505.26

	Error
	
	
	53.45


Total
=

 19. For this example, we notice 
 A) this is a randomized, designed experiment. 
 B) the data show no strong evidence of a violation of the assumption that the three populations have the same standard deviation. 
 C) ANOVA cannot be used on these data because the sample sizes are different. 
 D) the data show very strong evidence of a violation of the assumption that the three populations have the same standard deviation.
 20. The P-value for the ANOVA F test for testing equality of the population means of the three birth months is    A) less than 0.001    B) between 0.001 and 0.010 
 C) between 0.010 and 0.025      D) greater than 0.025
 21. Multiple comparison procedures are going to be done using the Bonferroni method with  = 0.10.  The value of t** is 2.1598.  The MSD (minimum signficant difference) for finding a difference between January and May is 
 A) –1.26       B) 1.91       C) 1.26      D) 4.13
A researcher was investigating possible explanations for deaths in traffic accidents.  He examined data from 1991 for each of the 50 states plus Washington D.C.  The data included the number of deaths in traffic accidents (labeled as the variable Deaths), the average income per family (labeled as the variable Income), and the number of children (in multiples of 100,000) between the ages of 1 and 14 in the state (labeled as the variable Children).  As part of his investigation he ran the following multiple regression model

Deaths = 0 + 1(Children) + 2(Income) + i   where the deviations i are assumed to be independent and normally distributed with mean 0 and standard deviation .  This model was fit to the data using the method of least-squares.  These results were obtained.

	Source
	Sum of Squares
	df

	Model
	48362278
	2

	Error
	3042063
	48


	Variable
	Parameter Est.
	Standard Error of Parameter Est.

	Constant
	593.829
	204.114

	Children
	90.629
	3.305

	Income
	–0.039
	0.015


 22. Suppose we wish to test the hypotheses  H0: 1 = 2 = 0, Ha: at least one of the j is not 0.using the ANOVA F test.  The P-value of the test is     A) larger than 0.10   

B) between 0.10 and 0.05     C) between 0.05 and 0.01     D) below 0.01
 23. A 99% confidence interval for 2, the coefficient of the variable Income, is 
 A) –0.039 ± 0.030     B) –0.039 ± 0.040    C) 0.015 ± 0.079    D) 0.015 ± 0.104
 24. Based on the above analyses, we conclude 
 A) the variable Income is statistically significant at level 0.05 as a predictor of the variable Deaths. 
 B) the variable Income is statistically significant at level 0.05 as a predictor of the variable Deaths in a multiple regression model that includes the variable Children. 
 C) the variable Income is not useful as a predictor of the variable Deaths and should be omitted from the analysis. 
 D) the variable Children is not useful as a predictor of the variable Deaths, unless the variable Income is also present in the multiple regression model.
Based on a sample of the salaries of professors at a major university, you have performed a multiple regression relating salary to years of service and gender.  The estimated multiple linear regression model is 

Salary = $45,000 + $3000(Years) + $4000(Gender) + $1000[(Years)(Gender)]

where Gender = 1 if the professor is male and Gender = 0 if the professor is female.
 25. Using the multiple linear regression equation, you would estimate the average difference in the salaries of a male professor with three years of service and female professor with three years of service to be 
 A) $3000.      B) $4000.      C) $5000.    D) $7000.
 26. Using the multiple linear regression equation, you would estimate the average salary of male professors with three years of experience to be 
 A) $53,000.     B) $54,000.      C) $58,000.    D) $61,000.
There is an old saying in golf: "You drive for show and you putt for dough."  The point is that good putting is more important than long driving for shooting low scores and hence winning money.  To see if this is the case, data on the top 69 money winners on the PGA tour in 1993 are examined.  The average number of putts per hole for each player is used to predict their total winnings using the simple linear regression model

1993 winningsi = 0 + 1(average number of putts per hole)i + i
where the deviations i are assumed to be independent and normally distributed with mean 0 and standard deviation .  This model was fit to the data using the method of least squares.  The following results were obtained.  R2 = 0.081 s = 281,777

	Variable
	Parameter Estimate
	Std. Err. of Parameter Est.

	Constant
	7,897,179
	3,023,782

	Avg. Putts
	–4,139,198
	1,698,371


 27. The quantity s = 281,777 is an estimate of the standard deviation  of the deviations in the simple linear regression model.  The degrees of freedom for s are 
 A) 69.     B) 68.      C) 67.    D) 281,777.
 28. A 95% confidence interval for the slope 1 in the simple linear regression model is 
 A) 7,897,179 ± 3,023,782.      B) 7,897,179 ± 6,047,564. 
 C) –4,139,198 ± 1,698,371.    D) –4,139,198 ± 3,396,742.
 29. The correlation between 1993 winnings and average number of putts per hole is 
 A) 0.081     B) –0.081    C) 0.285    D) –0.285
 30. Some people are able twist their tongue into an odd position and others are not able to do that.  The trait appears to be genetic rather than learned.  To find out whether that particular trait is sex-linked 50 people are selected and classified as to sex and whether they can twist their tongue in the manner suggested.  The table below displays the results.

       Gender

M

F

Yes
18

10

No
12

10

30. The decision rule is to reject Ho if    

a) F > 3.12    b) |t|>1.99   c) 2 > 3.84    d) F>4.28

 31. Referring to the previous question, the hypothesis being tested is that
 A) the means of the two groups are the same 
 B) the variances of the two groups are the same 
 C) the proportions of the two groups are the same 
 D) the trait is independent of gender
 32. Referring to the previous questions, under the null hypothesis the expected count in the upper left hand corn cell is
 A) 16.8 
 B) 11.2. 
 C) 56% 
 D) 15.
 33. In a multiple regression with two explanatory variables, the total sum of squares SST = 1000 and the mean error sum of squares MSE = 40.  There are 13 observations.  The value of R2 is 
 A) 0.96 
 B) 0.60 
 C) 0.52 
 D) 0.04
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